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A B S T R A C T   

The present study aims to develop a brief instrument to assess self-reported affective experiences, the Hedonic 
and Arousal Affect Scale (HAAS), rooted in the valence-arousal model of affect. Throughout four different 
studies, we found that: (1) the 12-item version showed a better goodness-of-fit than an initial longer version 
(Study 1; n = 259); (2) the two-dimensional model of affect (i.e., four-factor model: positive affect and high 
arousal, positive affect and low arousal, negative affect and high arousal, and negative affect and low arousal) 
showed the best fit to our data (Study 2; n = 525); (3) the HAAS showed evidence of concurrent validity with 
related measures in the field (Study 3; n = 480); and (4) it showed partial support for temporal invariance (Study 
4; n = 262). The content and psychometric qualities of the HAAS make it a suitable brief scale to measure affect 
and could be particularly useful for repeated measures designs such as psychological interventions, experimental 
studies, or ecological momentary assessment studies.   

Understanding how affect is structured in an individual’s subjective 
experience is a fundamental challenge in psychology (Diener, 1999). 
However, the map of distinct affective experiences is varied, and still 
relatively unknown (Cowen & Keltner, 2017). Over the past decades, 
researchers turned to dimensional affect models in which affective 
experience can be categorized by a small number of fundamental di
mensions. Valence and arousal have consistently emerged in most 
models of affect (Larsen & Diener, 1992; Russell, 1980; Watson et al., 
1999). The valence dimension captures the hedonic tone of the experi
ence (i.e., whether something is a source of pleasure or displeasure), 
whereas arousal is related to the amount of activation associated with a 
particular state. These two dimensions cut across all different affective 
experiences, and include transitory emotional states (that have a clear 
onset and offset), mood states (that may have some persistence over 
time), and enduring traits or dispositions (Boyle et al., 2015). 

Self-report is still the most direct and feasible way to access subjec
tive experiences (LeDoux & Hofmann, 2018), and in the last decades, 
dozens of assessment tools have been developed (Boyle et al., 2015; 
Dalal & Credé, 2013). Measurements differ regarding the number of 
items covered, the time frame (e.g., right now, last week, or in general), 
the type of measurement scale (e.g., intensity, frequency, or duration), 
the technology used to report affect (e.g., paper-and-pencil, computer- 

administered tests, or phone apps), or the nature of the assessed re
sponses (e.g., moods that are tonic vs. emotions, that are ‘phasic’). In
struments also differ regarding their underlying conceptual framework. 
Whereas some instruments just focus on two constructs (e.g., positive 
and negative affect), others use broader inclusion criteria (Heuchert & 
McNair, 2012; Lubin & Zuckerman, 1999). Furthermore, while it is 
relatively easy to develop a reliable and valid measure of positive and 
negative affect, the assessment of the arousal dimension is more prob
lematic (Watson & Vaidya, 2012). 

A good example of the intrinsic difficulties of building sound 
assessment tools to assess affective experiences is the case of the Positive 
and Negative Affect Schedule (PANAS; Watson et al., 1988), one of the 
standard measures in affect literature. However, despite being a widely 
used instrument, the scale is not free of limitations (Pressman et al., 
2019; Watson & Vaidya, 2012). An important shortcoming of the PANAS 
is that it is restricted to high-arousal positive (e.g., active, excited, 
enthusiastic) and negative states (e.g., nervous, scare, irritable), which 
exclude frequent emotions like calmness or sadness, although there are 
more modern versions of this instrument that include some low arousal 
items (Watson & Clark, 1999). Other questionnaires have been devel
oped to assess affect, such as the Mood Adjective Checklist (MACL; 
Nowlis, 1965), the Multiple Affect Adjective Checklist-R (MAACL; 
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Zuckerman et al., 1983), the Profile of Mood States (POMS; McNair 
et al., 1971), the Differential Emotions Scale (DES; Blumberg & Izard, 
1985), or the Scale of Positive and Negative Experiences (SPANE; Diener 
et al., 2009; Diener et al., 2010), among others. However, most of these 
measures suffer from certain limitations in terms of their validity 
(Watson et al., 2017). Most of these scales overrepresent negative affect 
(underrepresenting low-arousal positive affective experiences, such as 
‘calm’ or ‘relaxed’), include long and time-consuming sets of adjectives, 
and include items that are not often experienced (e.g., ‘inspired’) or have 
to do with motivations (e.g., ‘determined’) rather than emotions (Har
mon-Jones et al., 2016). Furthermore, some categories of emotions are 
represented by similar adjectives (e.g., nervous, jittery, scared, 
afraid…), artificially increasing the consistency of the instruments 
(Bech, 1990; Boyle et al., 2015; Little et al., 1999). 

1. Hedonic and Arousal Affect Scale (HAAS) proposal 

Although the existing instruments have made enormous contribu
tions to the research and applied fields, there is still room for 
improvement. The development of a brief scale assessing valence- 
arousal affective experiences in a balanced manner is important and 
necessary for several reasons. First, both well-being and emotional dis
orders are characterized by the presence of emotional states (e.g., 
boredom, sadness, calmness) that are not represented in scales using 
high-arousal descriptors (Diener et al., 2009). Second, although brief 
measures are not generally as psychometrically robust as the long ver
sions (Credé et al., 2012), brief measures are especially useful when time 
resources are limited and when the construct is measured multiples 
times, as is the case of momentary ecological assessments (Shiffman 
et al., 2008) or mood induction procedures (Joseph et al., 2020), 
reducing participants’ burden. Third, there are new psychological in
terventions (e.g., mindfulness or well-being therapies) in which ex
pected low-arousal positive and negative emotional changes are not 
easily captured by standard instruments (Zeng et al., 2015), which, 
incidentally, may hide the true magnitude of changes (Moskowitz et al., 
2021). 

Based upon the extant literature and scales, the present study aimed 
to contribute to the field by developing a brief instrument to assess af
fective experiences that could assist researchers and practitioners in 
measuring affect within the traditional bidimensional affect space (i.e., 
valence and arousal). Efficiency and basic coverage of affective experi
ences is the main goal of this scale. Study 1 aimed to compare the in
ternal structure of the two-factor model (i.e., positive-negative affect) 
and the four-factor model (i.e., positive-negative affect × high-low 
arousal) between the long (24 items) and the short version (12 items) of 
the HAAS. Study 2 evaluated the two-dimension structure in a new 
sample (i.e., cross-validation study) by using the 12-item brief scale to 
assess the valence-arousal model of affect. Study 3 analyzed the con
current validity of the scale with other related constructs in the litera
ture of affect. Study 4 tested the temporal invariance in a 2-month 
interval using weekly assessments. 

2. Study 1: pilot study 

This study aimed to compare the internal structure of the two-factor 
model (i.e., positive-negative affect) and the four-factor model (i.e., 
positive-negative affect × high-low arousal) between the long (24 items) 
and the short version (12 items) of the HAAS. 

To develop the scale, a large pool of adjectives was selected from 
various sources. First, for high arousal items, we used the adjectives with 
higher factor loadings in the PANAS (López-Gómez et al., 2015). Also, 
based on the literature reviewed, we introduced further affective expe
riences that are not included in the PANAS, such as ‘vigorous’, ‘lively’, 
and ‘energetic’ for the high positive affect dimension (Cohen et al., 
2003; Gregg & Shepherd, 2009; Matthews et al., 1990; Norcross et al., 
1984), or ‘anxious’ and ‘uptight’ for the high negative affect dimension 

(Cohen et al., 2003; Fernández et al., 2002). 
Second, for low arousal items, we included adjectives used in the 

circumplex model of affect (Posner et al., 2005; Watson & Tellegen, 
1985), the four dimensions of dispositional mood (Huelsman et al., 
1998), the Activation and Safe/Content Affect Scale (Gilbert et al., 
2008), the Cohen’s emotions styles (Cohen et al., 2003; Cohen et al., 
2006), the Four-Dimension Mood Scale (Gregg & Shepherd, 2009), the 
Profile of Mood States (Fernández et al., 2002; Norcross et al., 1984), the 
Mood Adjective Checklist (Matthews et al., 1990), the Activation- 
Deactivation Adjective Check List (Thayer, 1986), the Modified Differ
ential Emotions Scale (Fredrickson et al., 2003; Galanakis et al., 2016), 
the Multiple Affect Adjective Checklist (Lubin et al., 2001), the Mood 
Adjective Check List (Nowlis, 1965), and the Brief Mood Introspection 
Scale (Mayer & Gaschke, 2013). Furthermore, to assess the items’ con
tent validity, two authors with experience in experimental psychopa
thology (initials hidden for review) reviewed the fit between the 
adjectives and the low positive and negative affect constructs. First, each 
author selected a list of representative adjectives for low positive and 
negative affect constructs. In this selection process, priority was given to 
those adjectives that were already published in other validated affect 
scales and that showed good psychometric properties. Secondly, the 
authors exchanged their list of adjectives and classified them into low 
positive and negative affect, choosing those adjectives that appeared in 
both lists. The scale was developed and validated in Spanish with 
Spanish-speaking participants. Following Wild et al.’s (2005) recom
mendations, when no version of the item was available in a published 
instrument, an adjective translation-back translation procedure was 
carried out by the same authors, keeping those adjectives in which there 
was an agreement. 

From the initial pool of items, 24 adjectives were finally selected (6 
for each affect × arousal category) with consensus from the authors by 
following these criteria: (1) exclusion of synonym adjectives (e.g., scare- 
afraid-fearful) to avoid artificially inflated correlations within a factor 
(Bech, 1990; Boyle et al., 2015), which is a problem that has been 
detected in several well-known scales of depression (Fried, 2017); (2) 
exclusion of antonym adjectives (e.g., happy-unhappy/sad or tranquil- 
nervous) to avoid correlated error terms; (3) exclusion of extreme ad
jectives in the continuum (e.g., we used ‘tired’ instead of ‘exhausted’, or 
‘active’ instead of ‘euphoric’) as they are less common in daily experi
ences; (4) exclusion of items not expressing affect but domains like 
cognitive and meta-cognitive processes of affect (e.g., positive-negative, 
good-bad, or pleasant-unpleasant), or personality constructs (e.g., 
‘shyness’, ‘optimistic’, ‘pessimistic’, etc.); (5) inclusion of clinically- 
relevant adjectives (e.g., ‘guilty’, ‘sad’, ‘calm’) as well as adjectives 
relevant to experimental tasks (e.g., ‘tired’ or ‘bored’), some of them less 
frequent affective experiences. As our goal was to build a scale as short 
as possible, with the requirement of having a minimum of three items 
per factor (Brown, 2015; Kline, 2015), based upon the initial six items 
per factor from the 24-item version, we selected the three items per 
factor that we agreed to represent frequent emotional experiences using 
colloquial expressions. The resulting 12-item version was then 
compared to the 24-item version using a confirmatory approach. 

2.1. Method 

2.1.1. Participants 
A total of 259 participants filled out the initial set of 24 items. The 

administration format was paper and pencil. The mean age was 45.4 
years (SD = 10.2), 72.6 % were women, 86.5 % had university studies, 
68 % were married, and 11.2 % were unemployed. Participants were 
individuals from the general population interested in continuous edu
cation courses offered by a university-associated research center. They 
filled out basic demographic questions and the 24-affective adjectives 
scale. 
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2.1.2. Procedure 
A random number generator software was used to create a list with 

24 adjectives. Individuals were requested to respond on a 5-point Likert 
scale from 0 to 4 (not at all, slightly, moderately, very, extremely), 
indicating to what extent each adjective described how they felt (either 
right now -Studies 1 and 2- or in the last week -Studies 3 and 4). These 
formats of response have been widely used in previous studies in the 
field (Cohen et al., 2006; Watson & Tellegen, 1985). The study was 
conducted between January 2018 and November 2019, just before the 
COVID-19 pandemic. 

2.1.3. Data analysis 
To validate the arousal-valence model based on previous studies on 

the field (e.g., Kuppens et al., 2013; Larsen & Diener, 1992; Russell, 
1980), we conducted a confirmatory strategy comparing the two-factor 
model (positive vs negative affect) vs the four-factor model (positive- 
negative affect × high-low arousal). We followed a confirmatory instead 
of an exploratory approach because we wanted to test a specific theo
retical approach and not simply explore how items are grouped. Two 
Confirmatory Factor Analysis (CFA) models were run using LISREL 8.8 
(Jöreskog & Sörbom, 2006), first for a two-factor model (positive vs. 
negative affect: Pos and Neg factors) and second for a four-factor model 
(positive-negative affect × high-low arousal: Pos High, Pos Low, Neg 
High, and Neg Low factors). The four-factor structure is the hypothe
sized model and the two-factor structure (a nested model) is used for 
comparison purposes. 

Parameter estimation was performed using Robust Maximum Like
lihood (RML), using a polychoric correlation matrix as input. For model 
fit evaluation, we used Root Mean Square Error of Approximation 
(RMSEA), Standardized Root Mean Square Residual (SRMR), Compar
ative Fit Index (CFI), and Tucker-Lewis Index (TLI-NNFI). We used a χ2 

difference test to compare the model fit of the two and four-factor so
lutions. Complementarily, given that the extraction of additional factors 
can produce overfitting, we have also used the comparative indices from 
the CFA with polychoric correlation matrix (LISREL analysis) as Ex
pected Cross Validation Index (ECVI) and Akaike Information Criterion 
(AIC), which are more conservative approaches. See further details in 
Supplementary Materials. 

2.2. Results 

Table 1 shows descriptive statistics of the scores of the 24 items and 
the estimated factor loadings (λik* standardized) for both the two-factor 
and the four-factor CFA models. With 24 items, the fit indices showed 
slightly better values for the four-factor CFA model (RMSEA = 0.097 (Li 
= 0.090; Ls = 0.104), SRMR = 0.107, CFI = 0.960 and TLI = 0.955) than 
for the two-factor CFA model (RMSEA = 0.132 (Li = 0.125; Ls = 0.139), 
SRMR = 0.123, CFI = 0.925 and TLI = 0.918). Moreover, the χ2

diff test 
showed that the four-factor CFA model fit the data significantly better 
than the two-factor CFA model (1381.43–845.99 = 535.44, p < .0005). 
Comparative fit indices also showed better values (the lower the better) 
for the four-factor CFA model (ECVI = 3.70, AIC = 953.99) than for the 
two-factor CFA model (ECVI = 5.73, AIC = 1479.43). All λik* were 
>0.50 in both CFA models, and the correlations between factors were: 
φ21 = − 0.673 for the two-factor CFA model, and φ21 = 0.720, φ31 =

− 0.437, φ41 = − 0.642, φ32 = − 0.776, φ42 = − 0.596 and φ43 = 0.795 for 
the four-factor CFA model.1 The raw correlations between factors were: 
r21 = − 0.594 (two-factor model), and r21 = 0.623, r31 = − 0.312, r41 =

− 0.496, r32 = − 0.653, r42 = − 0.461 and r43 = 0.633 (four-factor 
model). 

With the selected 12 items of the short form, the fit indices showed 
slightly better values for the four-factor CFA model (RMSEA = 0.085 (Li 
= 0.069; Ls = 0.102), SRMR = 0.083, CFI = 0.970 and TLI = 0.959) than 

for the two-factor CFA model (RMSEA = 0.087 (Li = 0.072; Ls = 0.103), 
SRMR = 0.085, CFI = 0.966 and TLI = 0.957). The χ2

diff test showed that 
the four-factor CFA model fit the data significantly better than the two- 
factor CFA model (157.35–138.35 = 19, p = .002). Comparative fit 
indices also showed better values for the four-factor CFA model (ECVI =
0.77, AIC = 198.14) than for the two-factor CFA model (ECVI = 0.80, 
AIC = 207.35). The correlations between factors were similar to those 
obtained in the 24-item form (two-factor CFA model: φ 21 = − 0.657; 
four-factor CFA model: φ 21 = 0.899, φ 31 = − 0.518, φ 41 = − 0.567, φ 32 
= − 0.670, φ 42 = − 0.617 and φ43 = 0.898)1. Again, all λik* were >0.50 
in both CFA models. The raw correlations between factors were: r21 =

− 0.536 (two-factor model), and r21 = 0.618, r31 = − 0.347, r41 =

− 0.432, r32 = − 0.518, r42 = − 0.392 and r43 = 0.548 (four-factor 
model). 

2.3. Study 1 conclusions 

Study 1 results show a better degree of empirical consistency for the 
two-dimension structure (i.e., a better degree of approximation to 
observed data). For the 24-item form, although the overall degree of 
approximation obtained is good enough for a pilot study, some 
goodness-of-fit indices are not optimal (i.e., RMSEA around 0.1, SRMR 
>0.1). Better results were obtained from the 12-item form, where the 
four-factor CFA model fits significantly better than the two-factor 
model. 

3. Study 2: cross-validation study 

To evaluate the stability of the two-dimension structure of the 12 
items short form of the scale analyzed in Study 1, we tested this CFA 
model in a new sample of participants. 

3.1. Method 

3.1.1. Participants 
A total of 525 participants filled out the 12-item scale obtained in 

Study 1. The mean age was 45.4 years (SD = 9.8), 72 % were women, 
84.8 % had university studies, 60.4 % were married, and 9 % were 
unemployed. The procedure for recruiting participants was the same as 
the one used in Study 1. Participants filled out basic demographic 
questions and the 12-affective adjectives scale. 

3.1.2. Data analysis 
The two and four-factor CFA models (12 items) were fit into the 

responses of the cross-validation sample (N = 525) following the same 
analyses as indicated in Study 1. 

3.2. Results 

Table 2 shows descriptive score statistics of the 12 items and λik* for 
both the two-factor and the four-factor CFA models. All the items 
showed a relative symmetric response pattern, with a skewness index 
between ±2. 

As in Study 1, all λik* were >0.5 in both CFA models (with the 
exception of “bored” in the two-factor model: λ42* = 0.483, and “tired” 
in the four-factor model: λ34* = 0.499). The correlations between fac
tors, for the two-factor CFA model, were: φ21 = − 0.722, and for the four- 
factor CFA model: φ 21 = 0.798, φ 31 = − 0.383, φ 41 = − 0.676, φ 32 =

− 0.642. φ 42 = − 0.795 and φ 43 = 0.871). The raw correlations between 
factors were: r21 = − 0.567 (two-factor model), and r21 = 0.629, r31 =

− 0.281, r41 = − 0.421, r32 = − 0.549, r42 = − 0.545 and r43 = 0.550 
(four-factor model). 

The fit indices showed slightly better values for the four-factor CFA 
model (RMSEA = 0.068 (Li = 0.056; Ls = 0.079), SRMR = 0.063, CFI =
0.981 and TLI = 0.973) than for the two-factor CFA model (RMSEA =
0.092 (Li = 0.082; Ls = 0.103), SRMR = 0.079, CFI = 0.960 and TLI =1 1 – Pos High, 2 – Pos Low, 3 – Neg High, 4 – Neg Low. 
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0.950). The χ2
diff test showed that the four-factor CFA model fit signifi

cantly better with the data than the two-factor CFA model 
(288.28–162.78 = 125.50, p < .0005). Comparative fit indices showed 
better values for the four-factor CFA model (ECVI = 0.43, AIC = 222.78) 
than for the two-factor CFA model (ECVI = 0.65, AIC = 338.28). The 
omega reliability coefficients (McDonald, 2013) were as follows: Pos 
High = 0.73, Pos Low = 0.81, Neg High = 0.83, and Neg Low = 0.71. 

3.3. Study 2 conclusions 

The four-factor CFA model showed adequate goodness-of-fit values 
and a statistically significantly better fit than the two-factor CFA model. 
Thus, the favorable results for the hypothesized two-dimension model 
found in the pilot study have been successfully replicated in a new and 
larger cross-validation sample. 

4. Study 3: concurrent validity 

Correlation analyses were conducted to explore the concurrent val
idity of the 12-item short-form scale with relevant clinical and 

psychological measures, including stress, anxiety, depression, rumina
tion, life satisfaction, and psychological well-being. 

4.1. Method 

4.1.1. Participants 
A total of 480 participants from Study 2 (91.4 %) responded to a set 

of different instruments, in addition to the HAAS. The mean age was 
45.4 years (SD = 9.7), 76.7 % were women, 90.6 % had university 
studies, 64.2 % were married, and 9.5 % were unemployed. 

4.1.2. Measures 
The set of instruments included: 1) Depression Anxiety Stress Scale 

(DASS-21; Lovibond & Lovibond, 1995) to measure stress, anxiety, and 
depression symptoms; 2) Ruminative Response Style (RRS; Nolen-Hoek
sema & Morrow, 1991) to measure rumination with two factors 
(cognitive reflection and brooding); 3) Pemberton Happiness Index (PHI; 
Hervás & Vázquez, 2013) to measure psychological well-being; and 4) 
Satisfaction with Life Scale (SWLS, Diener et al., 1985) to measure global 
life satisfaction. See Supplementary Materials for a detailed description 

Table 1 
Descriptive statistics of the scores in the 24 items and estimated factor loadings (two and four-factor models) of the HAAS.  

Items Spanish translationa Affect/arousal Mean (SD) Skewness Kurtosis Factor loadings (24 items) Factor loadings (12 items) 

2-Factor model 4-Factor model 2-Factor model 4-Factor model 

Interested Interesado por las cosas Pos high 3.0 (0.89)  − 0.92  0.94  0.625  0.642  0.630  0.646 
Active Activo/a Pos high 2.7 (0.83)  − 0.24  − 0.22  0.562  0.654  0.562  0.636 
Vigorous Vigoroso/a Pos high 2.0 (1.08)  − 0.28  − 0.49  0.602  0.696   
Lively Animado/a Pos high 2.8 (0.89)  − 0.39  − 0.38  0.849  0.851   
Energetic Lleno/a de energía Pos high 2.3 (1.05)  − 0.23  − 0.50  0.857  0.903   
Strong Fuerte Pos high 2.3 (0.97)  − 0.32  − 0.08  0.784  0.807  0.741  0.785 
Calmed Calmado/a Pos low 2.4 (0.95)  − 0.22  − 0.22  0.569  0.799  0.537  0.565 
Tranquil Tranquilo/a Pos low 2.5 (1.01)  − 0.38  − 0.14  0.538  0.764   
Peaceful En paz Pos low 2.4 (1.18)  − 0.46  − 0.61  0.725  0.777   
At ease A gusto Pos low 2.8 (0.90)  − 0.43  − 0.08  0.844  0.798  0.842  0.866 
Content Contento/a Pos low 2.5 (0.92)  − 0.38  0.08  0.850  0.685  0.862  0.844 
Serene Sereno/a Pos low 2.6 (1.00)  − 0.50  − 0.11  0.717  0.885   
Jittery Agitado/a. Neg high 1.2 (1.08)  0.67  − 0.39  0.562  0.716   
Anxious Ansioso/a. Neg high 0.9 (1.03)  0.97  0.25  0.684  0.777  0.664  0.690 
Irritable Irritable. Neg high 0.5 (0.83)  2.18  4.84  0.804  0.801  0.834  0.861 
Scared Temeroso/a. Neg high 0.5 (0.81)  1.55  2.31  0.730  0.756   
Uptight Tenso/a. Neg high 0.8 (0.95)  1.00  0.23  0.813  0.910   
Guilty Culpable. Neg high 0.4 (0.87)  2.21  4.31  0.807  0.759  0.808  0.797 
Bored Aburrido/a. Neg low 0.3 (0.71)  2.52  6.24  0.523  0.586  0.521  0.584 
Exhausted Fatigado/a. Neg low 0.9 (1.00)  0.83  − 0.19  0.633  0.682   
Sad Triste. Neg low 0.4 (0.76)  2.05  4.58  0.840  0.844  0.833  0.887 
Dull Apagado/a. Neg low 0.5 (0.84)  1.82  3.07  0.793  0.883   
Tired Cansado/a. Neg low 1.3 (1.05)  0.64  − 0.34  0.576  0.628  0.510  0.502 
Downcast Abatido/a. Neg low 0.4 (0.75)  2.49  6.53  0.879  0.865    

a To maximize participants’ identification with the adjectives, the format of the HAAS items includes gender ending as needed. 

Table 2 
Descriptive statistics of the 12 items and estimated factor loadings (two and four-factor models) of the HAAS. We have ordered the table according to the factors 
corresponding to each model. The numbering of the items corresponds to the order in which they were applied, and the numbering in brackets corresponds to the 
numbering used in Study 1.  

Items Spanish translation Affect/arousal Mean (SD) Skewness Kurtosis Factor loadings (12 items) 

2-Factor model 4-Factor model 

Interested Interesado por las cosas Pos high  2.6 (0.81)  − 0.33  0.18  0.591  0.693 
Active Activo/a Pos high  2.5 (0.81)  − 0.33  0.40  0.591  0.749 
Strong Fuerte Pos high  2.0 (0.90)  − 0.37  0.01  0.644  0.742 
Calm Calmado/a Pos low  2.2 (0.86)  − 0.36  0.16  0.657  0.662 
Placid A gusto Pos low  2.5 (0.83)  − 0.57  0.35  0.929  0.939 
Content Contento/a Pos low  2.4 (0.84)  − 0.35  0.06  0.906  0.903 
Anxious Ansioso/a Neg high  1.2 (0.98)  0.61  − 0.10  0.678  0.740 
Irritable Irritable Neg high  0.9 (0.86)  0.93  0.72  0.673  0.728 
Guilty Culpable Neg high  0.6 (0.88)  1.54  1.96  0.680  0.680 
Bored Aburrido/a Neg low  0.4 (0.72)  1.81  2.92  0.483  0.514 
Sad Triste Neg low  0.8 (0.93)  1.14  0.87  0.734  0.741 
Tired Cansado/a Neg low  1.6 (1.04)  0.29  − 0.62  0.511  0.499  
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of the instruments. 

4.1.3. Data analysis 
First, a CFA using LISREL 8.8 (Jöreskog & Sörbom, 2006) was con

ducted based on the responses of the participants to each instrument, 
specifying the structural model recommended by previous research. 
Second, to assess concurrent validity, we calculated Pearson’s correla
tions between each theoretical subscale (or total scale) of these in
struments and each factor of the HAAS resulting from the two-dimension 
model. See further details in Supplementary Materials. 

4.2. Results 

Table 3 shows the fit indices of each measurement model of related 
constructs. We found an adequate fit for the DASS-21 and the SWLS 
models, an unacceptable fit for the RRS model, and an ambiguous fit for 
the PHI model (i.e., a poor result for RMSEA but a good result for SRMR, 
CFI, and TLI). However, we decided to maintain these models and their 
corresponding correlations with the four factors of HAAS, although 
highlighting this note of caution regarding the lack of fit of the RRS 
model. The patterns of correlations were congruent with the negative or 
positive content of the scales. Apart from the correlation between 
reflection and the Pos High factor, all the correlations were statistically 
significant (p < .05). 

4.3. Study 3 conclusions 

The four analyzed subscales have shown statistically significant re
lationships with other related variables (DASS-21, RRS, PHI, and SWLS). 
Also, the direction of the correlations between the hedonic contents of 
the HAAS items and the rest of the measures was completely congruent. 
However, in the case of PHI and RSS, these results should be considered 
with caution since the theoretical structure of the models underlying 
these variables has not obtained a sufficient degree of empirical con
sistency in our data. Furthermore, the pattern of correlation better dis
criminates the dimension of valence (i.e., positive vs negative) than the 
dimension of arousal (i.e., low vs high). 

5. Study 4: temporal invariance 

Temporal measurement invariance of the 12-item short-form was 
tested to validate the temporal stability of the two-dimension structure 
over a 2-month interval and 7 time-points measures (i.e., one per week). 

5.1. Method 

5.1.1. Participants 
A total of 262 participants from Study 2 filled out the 12-item version 

of the HAAS as part of an inter-session assessment along with an 8-week 
psychological program to reduce stress (Kabat-Zinn, 2013). Participants 

completed the scale assessing how they had felt during the last week 
seven times, once per week, the day before each face-to-face session. The 
mean age was 45.8 (SD = 9.8), 71.8 % were women, 91.8 % had uni
versity studies, 63.9 % were married, and 9.1 % were unemployed. All 
525 participants evaluated in Study 2 were offered to participate in the 
intervention, of which 455 participants decided to start the intervention 
(86.6 %). Of those, 262 participants (57.6 %) completed all weekly 
measures. No significant differences were found between completers 
and drop-out cases in gender (χ2 = 3.85, p = .15), age (t(491) = − 0.91, p 
= .36), education (χ2 = 5.86, p = .44), marital status (χ2 = 8.08, p = .15), 
and employment status (χ2 = 5.36, p = .80). 

5.1.2. Data analysis 
Temporal invariance of the four-factor CFA model (12 items) was 

tested by simultaneously analyzing seven repeated measures of the 
HAAS (once a week) (Svetina et al., 2020; Wu & Estabrook, 2016). We 
used the lavaan (Rosseel, 2012) and the semTools (Jorgensen et al., 
2018) R-packages. We tested equivalence between nested invariance 
models (configural, metric and scale) by a nonsignificant probability 
level of the χ2 difference test (χ2

diff; p-value > .05), RMSEA, CFI and TLI. 
See further details in Supplementary Materials. 

5.2. Results 

For model 1 (configural invariance) the following fit indices were 
obtained: RMSEA = 0.100, CFI = 0.972 and TLI = 0.962. Model fit 
improved across the three successive models. RMSEA decreased from 
baseline to model 2 (RMSEA = 0.080) and to model 3 (RMSEA = 0.069). 
Furthermore, CFI and TLI increased (ΔCFImodel1-model2 = 0.003 and 
ΔCFImodel 2-model 3 = 0.005; ΔTLImodel1-model 2 = 0.014 and ΔTLImodel 2- 

model 3 = 0.006). χ2
diff between model 1 and model 2 (χ2

(144) = 130.21; p =
.79) and between model 2 and model 3 (χ2

(48) = 43.7; p = .65) showed no 
significant fit changes. 

5.3. Study 4 conclusions 

The temporal evaluation of the HAAS showed partial support for 
parameter invariance. CFI, TLI and the χ2

diff tests indicated empirical 
consistency of temporal invariance, but RMSEA showed a lack of fit of 
the baseline model. However, as Svetina et al. (2020) pointed out, the 
implications of this lack of agreement between fit indices regarding 
temporal invariance evaluation are not clear. The partial lack of fit in 
our results may be due to the relatively small sample size and the rela
tively high dropout rate (almost half of the cross-validation sample), 
given the difficulty of obtaining seven weekly measurements in a lon
gitudinal study. In addition, it is convenient to assess whether other 
temporary measures are more appropriate to reflect temporal stability of 
the HAAS (i.e., biweekly, monthly) since a weekly time-point series 
could imply some kind of progressive errors. 

Table 3 
CFA fit indices of measurement models of related constructs and Pearson’s correlation between constructs and the four factors of the HAAS (affect positive (+) and 
negative (− ), arousal high and low).  

Measures Model fit Correlations 

RMSEA (Li – Ls) SRMR CFI/TLI Scales Factor 1 pos high Factor 2 pos low Factor 3 neg high Factor 4 neg low 

DASS-21 0.051 (0.044–0.058)  0.065 0.990/0.988 Stress  − 0.369**  − 0.443**  0.498**  0.505** 
Anxiety  − 0.441**  − 0.473**  0.431**  0.506** 
Depression  − 0.312**  − 0.367**  0.412**  0.424** 

RRS 0.099 (0.085–0.112)  0.096 0.940/0.920 Brooding  − 0.233**  − 0.314**  0.400**  0.399** 
Reflection  − 0.066  − 0.122*  0.181**  0.176** 

PHIa 0.114 (0.103–0.126)  0.044 0.968/0.960 Total  0.433**  0.440**  − 0.373**  − 0.447** 
SWLS 0.081 (0.047–0.119)  0.027 0.992/0.985 Total  0.368**  0.380**  − 0.324**  − 0.405**  

a ML estimation method (skewness of all the 11 items was <1.25). 
* Correlation coefficient statistically significant at 0.05. 
** Correlation coefficient statistically significant at 0.001. 
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6. Discussion 

The present study aimed to contribute to the field by developing a 
brief instrument to assess self-reported affective experiences. The HAAS 
is a 12-item scale rooted in the broadly accepted bi-dimensional theo
retical framework of affect (i.e., affect, arousal) (Kuppens et al., 2013). 
The HAAS includes affective adjectives that can describe, depending on 
the time frame used in the scale, both short-lived moods and more 
dispositional traits. 

Our study showed that, compared to the pool of adjectives included 
in the initial list, the 12-item version of the HAAS showed better 
goodness-of-fit indices (Study 1). Following Clark and Watson (2019) 
and Kruyen et al. (2013) recommendations, we used a new and larger 
sample to evaluate the psychometric properties of the short form (Study 
2). The HAAS showed that a classic two-dimension model of affect (i.e. 
positive-negative affect × high-low arousal) fit the data better than a 
one-dimension model (i.e., positive and negative affect). Regarding the 
concurrent validity of the study, we used instruments that cover a 
relatively wide and theoretically pertinent array of constructs (Study 3). 
In general, the HAAS showed a consistent pattern of correlations with 
other related variables. The magnitude of the correlations varied from 
0.51 (the Stress and Anxiety subscales from the DASS-21 with negative- 
low arousal factor) to − 0.31 (the Depression subscale from the DASS-21 
and positive adjectives with high arousal). Also, interestingly, both the 
negative and positive adjectives of the scale did significantly correlate, 
with opposite signs, with this set of related variables. Thus, the scale is 
not redundant with any of the scales or subscales tapping constructs 
related to affective experiences and both the positive and negative 
contents show consistent patterns of correlations with the positive (e.g., 
life satisfaction) and negative constructs (e.g., rumination, depression) 
covered in the selected scales. It must be noted that the instruments used 
in the validation process (Study 3) cover different time frames. Never
theless, the HAAS showed a similar magnitude of correlations to the 
instruments regardless of their respective time frames. Finally, the HAAS 
showed partial support for temporal invariance (Study 4), so it may be 
useful to assess changes in repeated measures designs, such as clinical 
trials, experimental procedures, and experience sampling studies. 
Importantly, the results of this study are restricted to the between- 
person level, and future studies should analyze the structure of HAAS 
at within-person level (Rush & Hofer, 2014), even acknowledging that 
item selection within-person studies face similar conceptual challenges 
to the ones found in between-person studies (e.g., Eisele et al., 2021; 
Horstmann & Ziegler, 2020). 

The high correlations observed within each pair of affect factors (i.e., 
positive low vs high and negative low vs high), as well as the pattern of 
correlations found concerning the concurrent validity of the HAAS 
(showing that it has a better discrimination between positive and 
negative affect than between high and low arousal), suggest that, in its 
current version, the scale has some limitations to discriminate between 
high and low arousal dimensions. Therefore, we should be cautious 
when interpreting the high and low arousal factors of the HAAS. For 
instance, in clinical settings where high-arousal emotions need to be 
assessed (e.g., euphoria, panic, despair…), the HAAS may not be sen
sitive enough to detect extreme emotional states. In such cases, clini
cians and researchers should choose alternative instruments that fit 
better those types of emotions. 

Meanwhile, we are designing further studies to refine the arousal 
dimension of the HAAS. Finding a robust arousal dimension is always 
more challenging than finding a robust positive and negative affect 
dimension (Watson & Vaidya, 2012). Future studies should continue to 
explore the contribution of HAAS regarding other brief measures of 
affect (e.g., I-PANAS-SF; Thompson, 2007), as well as its potential use in 
other contexts, including studies using psychophysiological measures (e. 
g., EEG, EKG, EMG…), interventions aimed at reducing arousal (e.g., 
relaxation and mindfulness), and affect induction procedures or priming 
experimental tasks that can be used to induce high vs low arousal states 

(Joseph et al., 2020). 
Nevertheless, this first version of the HAAS scale has several 

strengths. First, it includes both positive and negative affective experi
ences of low and high arousal following a bidimensional affect space. 
Second, the selection of adjectives was driven by consolidated theories 
in the field of affect (Larsen & Diener, 1992; Posner et al., 2005; Russell, 
2003). We carefully selected words that represent affective experiences 
(Watson & Vaidya, 2012), excluding synonym and antonym adjectives 
(e.g., scare-afraid-fearful or happy-unhappy) and extreme adjectives as 
they are less common in daily experiences (e.g., tired instead of 
exhausted), also avoiding meta-cognitive processes of affect (e.g., 
positive-negative or good-bad), personality constructs (e.g., optimistic 
or pessimistic) and words reflecting motivations rather than affect 
(Harmon-Jones et al., 2016). Third, we tested the temporal invariance of 
the HAAS, which is a major gap in the standard procedures in the vali
dation of affect scales (Galinha et al., 2013), even more so, considering 
the widespread use of affect scales in longitudinal and time-series de
signs. Future studies should examine the within-person structure in 
longitudinal settings, analyzing the emotional changes measured by the 
HAAS in different psychological interventions. Of note, the study was 
conducted between January 2018 and November 2019, just before the 
COVID-19 pandemic, which avoids the emotional impact that the 
pandemic has had on the general population’s emotional responses 
(Santomauro et al., 2021). 

Regarding limitations of the study, as in any other brief instrument, 
the HAAS cannot adequately reflect, with 12 items, the broad spectrum 
of emotions that individuals can identify in their experiences (Harmon- 
Jones et al., 2016). Furthermore, the HAAS factors showed not very 
high-reliability coefficients (from 0.71 to 0.83), which is a common 
limitation when developing brief instruments (Credé et al., 2012). 
Perhaps a more important concern has to do with the multidimension
ality of affect scales (Clark & Watson, 2019). In our case, the correlations 
between factors were high in general, especially in the case of negative 
high and negative low arousal. Therefore, future studies with new 
samples should explore the potential hierarchical relationship (e.g., 
bifactor analysis) between affect and arousal of the adjectives included 
in the HAAS. Another limitation was that only concurrent validity with 
relevant clinical and psychological measures was tested, so future 
studies should explore convergent, discriminant, and incremental val
idity of the HAAS compared to other affect scales, such as the PANAS or 
Russell’s affect grid. Our confirmatory approach guided by theory might 
incur a risk of confirmation bias if other alternatives are not considered. 
Furthermore, future studies might use lexical databases to control for the 
frequency of use of each adjective (e.g., Armstrong et al., 2012). A final 
challenge for the HAAS will be to confirm its utility to assess affect ex
periences in a variety of contexts (e.g., clinical studies in real-world 
settings), as well as measurement invariance across countries and lan
guages (e.g., English version) given the often ignored potential cross- 
cultural differences when constructing instruments to assess affective 
experiences (Wang et al., 2019). 
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